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Abstract 
ISO/IEC 29170-2 outlines a subjective procedure for assessing 
codec quality for near-threshold artifacts. Here we outline a 
statistical method for analyzing these data using Generalized 
Linear Mixed-Models (GLMMs). This procedure provides 
insightful metrics concerning the relative performance of two or 
more codecs that may aid in the perceptually-guided 
development and selection of novel codec technologies.  
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1. Objective and Background 
Objective image quality assessment metrics such as Peak Signal-
to-Noise ratio (PSNR) and S-CIELAB [1] are often used to 
quantify the reconstruction error of lossy codecs. While the results 
of such measures can be useful for codec evaluation, they do not 
necessarily or reliably predict human sensitivity to artifacts. In 
fact, subjective preference is sometimes non-intuitive, because 
distortion introduced during signal reconstruction may be aliased 
or attenuated by the sensory system. As humans are the likely end-
users of visual media, subjective image quality assessment 
methods which are sensitive to the nuances in human visual 
perception are essential. Hoffman and Stolitzka [2] presented a 
psychophysical method to assess the detectability of barely visible 
image artifacts; forming the basis of the ISO/IEC 29170-2 [3] 
standards document. The procedure involves temporally 
interleaving a source picture with its decompressed version, 
alternating at some fixed frequency, where any perceptually 
relevant distortions will appear to scintillate. Hoffman and 
Stolitzka claim this better reflects real-world media viewing, 
where frames compressed at different bitrates are temporally 
interleaved in-stream. The ISO/IEC 29170-2 document provides a 
reporting guideline with recommended descriptive statistics and 
graphs for analyzing and presenting results. This method was 
employed recently to conduct a large-scale evaluation of the 
VESA Display Stream Compression 1.2 [4]. While such an 
approach is useful for assessing the visibility of artifacts over a 
population of users. In other contexts, one of the major challenges 
using subjective measures like this is inter-observer variability. 
The ISO/IEC standard describes a means of determining whether 
a codec is ‘lossy’ for a given use case but provides no guidelines 
for comparing relative artifact detectability between codecs. In 
this paper we introduce a within subjects’ analysis approach to 
improve the precision and power of subjective codec comparisons. 
Applying statistical models to the data addresses this question, 
allowing one to test hypotheses and make statistical inferences. 
We report a logistic-regression procedure that applied the General 
Linear Mixed-Effects Model (GLMM) to subjective response data 

(obtained using the ISO/IEC standard), with intent to determine 
artifact detectability differences between two anonymous codecs.  

2. Methods 
We considered the task of comparing the relative performance of 
two codecs, designated A and B. Without loss of generality we 
assume codec B is a reference codec to which codec A compared. 
For each image, the following hypotheses regarding relative log-
likelihood differences were tested: 

 H0: Codec A has similar or lower detection rate relative 
to B (A - B ≤ 0) 

 H1: Codec A has a higher detection rate relative to B  
(A - B > 0) 

Note that here we are not assessing whether a codec is lossy or 
not, instead we ask if it performs poorly relative to the reference 
codec tested within the same experiment. Such a scenario may 
arise during codec development where one wishes to know if 
changes to an underlying algorithm made artifacts more 
conspicuous, or if one codec is interchangeable for another in a 
similar application. While the focus here is on codec comparison, 
the techniques described here can be used to model the effects of 
parameter settings such as bitrate on the expected visibility of 
image artifacts or make other quantitative predictions. 

2.1 Data: To illustrate the approach we used extant data 
collected from undergraduate students (N = 21) who met the 
observer selection criteria outlined in ISO/IEC 29170-2. Static 
reference images were presented alongside the temporally 
interleaved image; in a forced-choice paradigm, participants were 
tasked to indicate which of the pair appeared to be scintillating. 
Each image and codec combination were presented to each 
observer 30 times, resulting in a total of 360 trials per codec per 
subject. Each trial had an associated dichotomous response 
corresponding to whether the compressed image was detected or 
not. From pure chance one expects a correct answer on 50% of 
trials and if an artifact were highly visible we should see nearly 
100% correct responses. 

2.2 Analysis: The use of repeated-measures in the flicker 
paradigm resulted in non-independent clusters of observations 
grouped by participant. Due to individual differences in 
sensitivity to artifacts, subject-wise clusters have their own 
statistical moments that may vary between clusters, potentially 
leading to the logistic-regression model being dispersed; where 
the observed residual variance is not well predicted by the model. 
Here, we performed a logistic-regression using the Generalized 
Linear Mixed-Effects Model (GLMM). GLMMs are like a 
conventional Generalized Linear Models (GLMs); modeling the 
log-odds of some non-normal response given experimentally 
manipulated predictor variables (fixed-effects). However,  
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3.2 Pairwise Comparisons: Multiple pairwise comparisons 
determined which cases had a significant difference in detection 
rates. Tests were parametrized to test the specific hypotheses 
mentioned previously; they were one-tailed (right) with a 
confidence level of 0.95. The resulting p-values were false 
detection rate corrected [9] to control for error inflation from 
multiple comparisons. A single significant difference between in 
codec A and B means was found for ’HintergroundMusik’ (p = 
0.0392), where the fitted parameter (β = 0.362, SE = 0.207) 
indicated that codec A was about 44% more likely to have 
detectable artifacts than B. Codec A was not significantly worse 
than codec B on any other image condition (see Table 1 for full 
results). 

4. Impact 
We have demonstrated a procedure to assess subjective 
differences in artifact detectability between codecs using 
GLMMs. It was shown that codec A had a significantly higher 
artifact detection rate than B for a single image in our set. In all 
other cases, codec A and B may be interchangeable for a given 
application. This statistical procedure can increase the utility of 
extant subjective quality assessment data, permitting one to make 
statistical inferences that can inform a codec’s development. 
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